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It is generally accepted that movements can be prepared before their execution, but what preparation entails is not precisely understood. Some computational models suggest that preparation involves the optimization of a “desired trajectory” that describes the movement in its entirety, prior to onset, and is then read-out during overt performance (e.g., Flash and Hogan 1985; Tanaka et al. 2006; Uno et al. 1989). At the other extreme, some models suggest that preparation only describes some simple aspects of the movement and that the details unfold on-line (e.g., Bullock and Grossberg 1988; Feldman 1974; Shadmehr and Wise 2005). In the context of these theoretical proposals, it is interesting to ask: what aspects of an intended movement can be prepared ahead of movement onset?

A large number of neurophysiological studies have addressed this question by examining the activity of cells in the reach system during an instructed delay period, between presentation of information specifying a reaching movement and the “go” signal instructing its onset. These studies have consistently found that neural activity during the delay period accurately predicts the intended direction of movement (Alexander and Crutcher 1990; Kalaska and Crammond 1995; Kurata 1993; Wise 1985). Delay-period activity has also been shown to correlate with movement extent (Fu et al. 1993; Messier and Kalaska 2000; Riehle and Requin 1989) as well as hand-path curvature (Hocherman and Wise 1991). Correlation with nonspatial aspects of the movement, however, has not often been reported. In particular, can the motor system preplan the speed of the upcoming movement?

In this issue of Journal of Neurophysiology (p. 3130–3146), Churchland, Santhanam, and Shenoy address this question directly through a simple and elegant experiment. In their study, monkeys were trained to make delayed “center-out” reaching movements with different directions and distances at either a slow speed or a fast speed, depending on a visual instruction. Importantly, the information about movement metrics and speed was provided 400–800 ms before the go signal, and it is activity during this delay period that is of most interest. Neural recordings were made in the caudal portion of the dorsal premotor cortex (PMd) and the rostral part of primary motor cortex (M1). These regions project to the spinal cord (He et al. 1993) and have long been implicated in preparation and execution of visually guided reaching movements (Wise 1985). In addition to the well-known directional tuning of delay period activity, 78% of cells showed some influence of movement distance, in agreement with previous studies (Fu et al. 1993; Messier and Kalaska 2000).

The main novel finding of this study is that neural activity in dorsal premotor and primary motor cortex, even during the delay period, is also influenced by the instructed speed of the movement. Ninety-four percent of cells showed some influence of speed with 61% of them preferring fast movements and 39% preferring slow ones. This is not merely due to the natural tendency to move faster toward further targets because even for a given direction and extent of movement, the tonic firing rate during the delay period was influenced by instructed speed. The authors performed a number of careful analyses to show quite convincingly that speed sensitivity was not simply a consequence of distance sensitivity, movement trajectory, or oculomotor behavior.

As Churchland et al. point out, the presence of speed modulation does not imply that PMd and M1 explicitly encode speed per se. These cells may instead be sensitive to one or more of the many movement-related variables which co-vary with speed, such as movement duration, task difficulty, muscle force, interaction torques, expended effort, etc. This possibility is consistent with another very interesting finding reported by these authors: that the preferred direction (PD) of cells was not the same across the different speed conditions. Thirty-two percent of cells exhibited significant PD rotations between speed conditions, and the mean rotation across all cells was 39°. This is much larger than the 15° rotation expected on the basis of sampling error. In other words, the directional tuning function of PMd and M1 cells is not invariant across speed conditions.

One way to interpret this lack of tuning invariance is from the perspective of the different biomechanical demands of moving at different speeds. Even if the spatial trajectory is the same, at higher speeds interaction torques are more significant, deceleration requires more active braking, and the force produced by contracting muscles is reduced. One can therefore expect muscles to be recruited differently as speed increases, necessitating different patterns of descending control signals. Indeed, the PDs of muscles recorded by Churchland et al. also changed significantly across speed conditions, with a mean PD rotation of 65°. This suggests that the PD rotations exhibited by cortical cells may be taken these biomechanical factors into account so as to produce the proper balance of muscular contraction demanded by the given intended combination of direction, speed, and distance. In general, what appears as a varying directional tuning in the Euclidean space of the task may be invariant in some native coordinate system (e.g., joint torques) that takes biomechanics into account (Ajemian et al. 2000).

Nevertheless, there are some reasons to question whether such biomechanical concerns can fully explain what occurs in cortex during the delay period. Although sensitivity to dynam-
ics has been shown for neurons in the regions studied by Churchland et al. (Riehle et al. 1994; Xiao et al. 2006), even after a delay period, other studies have suggested that these neurons do not strongly care about the details of movement execution. For example, an important study by Shen and Alexander (1997a,b) found that the delay-period directional tuning functions of a large majority of cells in PMd and M1 were related to the motion of an on-screen cursor regardless of the arm movement required to produce that motion. Other studies have shown that PMd cells, at least during the delay period, are similarly tuned regardless of whether the movement is made with the contralateral or ipsilateral arm (Cisek et al. 2003; Hoshi and Tanji 2000). In other words, delay-period activity appears most concerned with the motion of a controlled object and not with the movement of the arm that controls it (Cisek 2005). But if that’s the case, then why should these cells encode movement variables such as direction in a manner that changes with speed?

Perhaps part of the reason, suggest Churchland et al., is that “encoding” is not what these cells are doing. After all, the role of the motor system is to produce movement, not to describe it, and the patterns of neural activity which implement action may not necessarily be constrained to represent movement variables in any particular reference frame (Fetz 1992). With the large number of cells that exist in cortex, the motor system is incredibly redundant. To produce any given pattern of activities descending to the muscles one could use a nearly infinite number of patterns of neural activation. This means that individual cells do not have to explicitly encode the variables relevant for task success (be they direction, speed, etc.) as long as the population as a whole specifies those variables appropriately. Indeed, “intermediate” reference frames are commonly found throughout the mammalian cortex and may possess valuable computational properties (Pouget et al. 2002). The study of Churchland et al. shows that even in such a seemingly simple task as reaching at different speeds, the neural representations employed by the brain may not be as simple as we neuroscientists might wish.
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INTRODUCTION

Voluntary movements are believed to be “prepared” before they are executed (Day et al. 1989; Ghez et al. 1997; Keele 1968; Kutas and Donchin 1974; Riehle and Requin 1993; Rosenbaum 1980; Wise 1985). An important line of evidence comes from tasks where a temporal delay separates an instruction stimulus from a subsequent go cue. At the behavioral level, reaction times (from the go cue until movement onset) are shorter after an instructed delay, suggesting that some time-consuming preparatory process is given a head start by the delay (Churchland et al. 2006; Riehle and Requin 1989; Riehle et al. 1997; Rosenbaum 1980). At the cellular level, neurons in a number of brain areas, including dorsal premotor cortex (PMd) and primary motor cortex (M1), show changes in activity during the delay (Godschalk et al. 1985; Kurata 1989; Riehle and Requin 1989; Snyder et al. 1997; Tanji and Evarts 1976; Weinrich et al. 1984). This “preparatory” activity typically shows tuning for the instruction. Its state predicts reaction time (Bastian et al. 2003; Churchland et al. 2006; Riehle and Requin 1993), and its disruption increases reaction time (Shenoy and Churchland 2004), arguing that it is indeed related to motor preparation.

In understanding how movements are prepared, it seems important that we determine which reference frames describe the neural responses at each temporal, anatomical, and functional stage. (By reference frame we simply mean a low-dimensional set of variables, spatial or otherwise, on which neural activity is posited to depend in some straightforward fashion.) Such knowledge should also have immediate practical significance, given recent efforts to guide motor prostheses using preparatory activity (Musallam et al. 2004; Santhanam et al. 2006; Shenoy et al. 2003b). It is often assumed that reach preparation occurs in a predominantly spatial reference frame (e.g., van Beers et al. 2004). In support, preparatory activity in PMd is tuned for target direction and distance (Kurata 1993; Messier and Kalaska 2000; Riehle and Requin 1989) and is more closely tethered to the visuospatial location of the target than to the direction of the reach (Shen and Alexander 1997b). Recent work has asked whether the relevant spatial reference frame translates with the hand, eye, or both (Nelson et al. 2005). Yet some results suggest that PMd/M1 preparatory activity might not obey a simple spatial reference frame. PMd activity can depend on factors other than target location, including the type of grasp (Godschalk et al. 1985), the required accuracy (Gomez et al. 2000), reach curvature (Hocherman and Wise 1991), and (to some degree) force (Riehle et al. 1994).

Our goal was to determine whether preparatory activity in PMd and M1 reflects a nonspatial aspect of the upcoming reach: its speed, instructed by target color. We found that preparatory activity showed a strong influence of instructed speed comparable to that for direction and distance. Furthermore, both direction and distance tuning could vary with the instructed speed. These results may indicate that reach velocity is directly “represented” during motor preparation. However, it is at least as likely that the observed tuning relates to factors that correlate with reach velocity (e.g., initial acceleration or muscle co-contraction). A lack of invariant tuning for any of the tested parameters, together with a high degree of heterogeneity across neurons, question the idea that preparatory activity obeys any clear reference frame. Preliminary reports of
this data have appeared previously (Churchland and Shenoy 2003; Shenoy et al. 2003a).

**METHODS**

**Task design and training**

Animal protocols were approved by the Stanford University Institutional Animal Care and Use Committee. Our basic methods have been described previously (Churchland et al. 2006). Briefly, two adult male monkeys (*Macaca mulatta*, ~10 kg) sat in a customized chair with head restraint and performed the task on a fronto-parallel screen. The hand and eye were tracked optically (accuracy of 0.35 mm and ~1°, 60 and 240 Hz). Figure 1, A and B, illustrates the task structure. Each task trial began with the appearance of a 12-mm-diam central spot. The target appeared once this was touched and held for 400–500 ms. During the subsequent (randomized) 400- to 800-ms delay period, the target “jittered” slightly (2 mm SD). If the hand moved during this time, the trial aborted and the target swiftly “flew” off the display. Monkeys rapidly learned that the jittering target could not be struck, and the hand was typically held very steady during the delay period. Most experiments included occasional (1 in 5) short delay-period (30–330 ms) nonanalyzed “catch” trials, intended to ensure attention throughout the delay. When target jitter ceased and the central spot disappeared (the go cue), monkeys were required to reach to the target. Allowable reaction times were 150–500 ms. End-point accuracy requirements varied with monkey/target distance (see Fig. 3). Juice reward was delivered after the target was held for 300 ms.

Monkeys were trained to reach at different speeds, with green and red targets instructing “slow” and “fast” reaches. The central spot received the same color coding. For fast reaches, peak reach velocity had to exceed a threshold, while for slow reaches peak velocity had to fall within a window (see Fig. 2). To aid training, we introduced the following task features. For red targets, overly-slow reaches were detected on-line and the target immediately flew off the screen as described in the preceding text. For overly fast reaches to green targets, the reward was still delivered but was delayed in proportion to the error. These aspects of the task were trained after performance was already excellent for the simple delayed reach task. Speed training was initially performed at an intermediate target distance, with the velocity thresholds set to split the range of natural velocity variability. When introducing other target distances, no criteria were initially set, allowing us to observe the natural progression of peak velocity with distance for the two target types (e.g., Fig. 2D). Thresholds (colored bars) were set based on these observations. Once training was complete, most trials (94 and 92% for monkeys A and B) satisfied the velocity constraints, something that would take practice for a human to equal.

Although success was determined by peak velocity, there is no reason to believe that monkeys understood this (they may have focused on controlling reach duration). A variety of other factors, some measurable (e.g., peak acceleration, patterns of muscle activity), some not (e.g., effort) also varied (or presumably varied) between instructed speeds. For example, achieving a given endpoint accuracy is presumably harder for the instructed-fast condition (Fitt’s Law), and

---

**FIG. 1.** Illustration of the task, behavior, and neural recordings. A: monkeys sat in a primate chair ~26 cm from a fronto-parallel display. Movements began and ended with the hand touching the display. The hand was a few mm from the screen while in flight. The white trace shows the reach trajectory for 1 trial. B: time line of the task and behavior for the same trial. T, target onset; G, go cue, and M, movement onset. Horizontal hand (black) and target (red) position are plotted (top). The target jittered on first appearing and ceased at the go cue. Bottom: gray trace plots hand velocity (computed in the direction of the target), superimposed on the voltage recorded from the medial deltoid (arbitrary vertical scale). Traces end at the time of the reward. Data are from monkey A in a session focused on electromyographic (EMG) recordings. C: locations of recording sites (1 dot/neuron) for monkeys A (gray dots) and B (black dots). A small amount (0–0.3 mm) of random displacement has been added to the dots to make it clear when multiple recordings were made at the same location. The large circle outlines the limits of the implanted cylinder. Lines give the location of the spur of the arcuate sulcus (1), the precentral dimple (2), and the central sulcus (3). For monkey B (black lines), these are estimated via MRI. For monkey A (gray lines), measurements were made at autopsy and agreed closely with the prior estimates from MRI (not shown). D: responses of 1 example neuron (B24). Rasters (on tick per spike) are shown for the 23 trials in which a red (fast) target was presented 12 cm away at 45°. Gray circles, movement onset for individual trials. For the left (right) side of the plot, data are time-locked to target onset (the go cue). The vertical band with no spikes corresponds to the split between these analysis epochs.
this could certainly influence neural responses (Gomez et al. 2000). In general, we do not wish to argue that an observed influence of instructed speed should be attributed to reach velocity per se. Factors that correlate with reach velocity (including muscle activity) are also strong candidates. That said, with regards to the speed/accuracy tradeoff, we did make a rough attempt to counterbalance the design across the two monkeys. For monkey A, we employed forgiving acceptance windows that were larger for the fast reaches. For monkey B, windows were tighter and did not depend on instructed speed (see Fig. 3, C and D). We also note that the most challenging aspect of training was the association between color and speed. Once this was understood, monkeys typically showed high levels of endpoint accuracy for both instructed speeds.

**Trial types and datasets**

We collected two types of datasets. The direction series used two target distances (7 and 12 cm for monkey A; 5 and 12 cm for monkey B) and seven directions (5, 50, 95, 140, 185, 230, and 320° for monkey A; 10, 55, 100, 145, 190, 235, and 325° for monkey B). Seven (rather than 8) directions were used because there was always one target location that the monkey could not see through his arm. For each monkey, the pattern was rotated slightly to ensure that the arm did not have to be moved to see the targets flanking the ~270° missing direction. The distance series used five distances (3, 4.2, 6, 8.5, and 12 cm) in the preferred and anti-preferred direction of each neuron, estimated using a cursory direction series. If the anti-preferred direction was near 270°, that target was moved slightly to one side or the other. Distance series were collected only for monkey B and used a slightly longer range of delay-period durations (500–900 ms). Trials were always presented using a randomized-block design with any failed trials re-presented at a random time before proceeding to the next block.

**Neural and EMG recordings**

Our methods for neural recordings are reported in Churchland et al. (2006). Briefly, monkeys were implanted with a cylinder located according to a prior MRI scan. Using single hydraulically driven electrodes, single units were isolated manually, and electrode position was adjusted when needed to maintain isolation. Recordings were made from caudal PMd and M1 (Fig. 1C). We avoided rostral PMd, from which eye movements can be evoked (Fujii et al. 2000) and which projects less densely to M1 and the spinal cord (Dum and Strick 2005). A modest number of sites were recorded in the deeper portions of M1 (i.e., in the sulcus below the cortical surface). Microstimulation

---

**FIG. 2.** Analysis of reach velocity. Red and green traces/symbols plot data for fast and slow reaches to red and green targets. Left and right: data for monkeys A and B, respectively. Hand velocity (and its peak) were computed in the direction of the target, after low-pass filtering (25-Hz cutoff) the hand-position signal. To allow a fair report of behavior, all analyses include all recorded trials (including endpoint and peak-velocity errors and catch trials). A: mean hand velocity as a function of time. Data for each target direction form a subpanel. Within these, the 4 traces correspond to the 2 instructed speeds and 2 target distances (7 and 12 cm). Means are locked to movement onset with ~11 trials/condition. Data are from the same trials as the neural data in Fig. 4, A and B. B: similar plot but for monkey B. This monkey was tested using both direction and distance series. To allow complete documentation of behavior across all 7 directions and 5 distances, the presented data were collected in a special session devoted to behavior, made just before recording began (~11 trials/condition). C: peak hand velocity vs. reach distance (309 trials), same dataset as in A. The 4 clusters correspond to the 2 target distances and the 2 instructed speeds. Data are collapsed across directions. Bars (dark green and dark red) plot the acceptance criteria for reward for the red and green targets. Reach distance was computed as this could certainly influence neural responses (Gomez et al. 2000). In general, we do not wish to argue that an observed influence of instructed speed should be attributed to reach velocity per se. Factors that correlate with reach velocity (including muscle activity) are also strong candidates. That said, with regards to the speed/accuracy tradeoff, we did make a rough attempt to counterbalance the design across the two monkeys. For monkey A, we employed forgiving acceptance windows that were larger for the fast reaches. For monkey B, windows were tighter and did not depend on instructed speed (see Fig. 3, C and D). We also note that the most challenging aspect of training was the association between color and speed. Once this was understood, monkeys typically showed high levels of endpoint accuracy for both instructed speeds.

**Trial types and datasets**

We collected two types of datasets. The direction series used two target distances (7 and 12 cm for monkey A; 5 and 12 cm for monkey B) and seven directions (5, 50, 95, 140, 185, 230, and 320° for monkey A; 10, 55, 100, 145, 190, 235, and 325° for monkey B). Seven (rather than 8) directions were used because there was always one target location that the monkey could not see through his arm. For each monkey, the pattern was rotated slightly to ensure that the arm did not have to be moved to see the targets flanking the ~270° missing direction. The distance series used five distances (3, 4.2, 6, 8.5, and 12 cm) in the preferred and anti-preferred direction of each neuron, estimated using a cursory direction series. If the anti-preferred direction was near 270°, that target was moved slightly to one side or the other. Distance series were collected only for monkey B and used a slightly longer range of delay-period durations (500–900 ms). Trials were always presented using a randomized-block design with any failed trials re-presented at a random time before proceeding to the next block.

**Neural and EMG recordings**

Our methods for neural recordings are reported in Churchland et al. (2006). Briefly, monkeys were implanted with a cylinder located according to a prior MRI scan. Using single hydraulically driven electrodes, single units were isolated manually, and electrode position was adjusted when needed to maintain isolation. Recordings were made from caudal PMd and M1 (Fig. 1C). We avoided rostral PMd, from which eye movements can be evoked (Fujii et al. 2000) and which projects less densely to M1 and the spinal cord (Dum and Strick 2005). A modest number of sites were recorded in the deeper portions of M1 (i.e., in the sulcus below the cortical surface). Microstimulation
(biphasic pulses, 333 Hz, 57 ms) applied to the recorded zones caused movements of the forelimb, most often originating from the shoulder. Infrequently, microstimulation evoked movement of both the fore and hindlimb, or of the trunk. Using the same high-impedance electrodes as for recording, thresholds varied from <25 μA in M1 to >200 μA in PMd. EMG activity was recorded during separate dedicated sessions, as described in Churchland et al. (2006). EMG traces were differentiated to remove any baseline that survived filtering, rectified, and smoothed (25 ms SD Gaussian). The mean was then taken across trials and for some analyses across time.

Criteria for inclusion of neural data

We recorded responses from 189 neurons: 138 for the direction series task (64 for monkey A and 74 for monkey B) and 51 for the distance series task (all from monkey B). Rather than recording from as many neurons as possible, we chose to characterize the activity of each neuron as completely as possible, using a moderately large number of conditions and trials/condition. The mean number of trials/neuron was 381 for the direction series and 280 for the distance series. In terms of total trials collected, our dataset is comparable to that of other studies with very high neuron-counts (e.g., Moran and Schwartz 1999b collected data from 1,066 neurons with 40 trials/neuron).

Some selection occurred during experiments when recordings of nonresponsive neurons were aborted. A further selection was performed to concentrate analyses on neurons with tuned delay-period activity. For neurons that showed subsequent movement-related activity, we also insisted that delay-period activity be reasonably robust in comparison. For neurons with strong movement-related activity but weak delay-period activity, the latter could in principle be related not to motor preparation but to small changes in muscle tone. This is not a large concern, as EMG recordings indicated little or no change in muscle activity during the delay. However, in the interests of being conservative we wished to exclude such neurons from analysis. Our criteria for inclusion were thus 1) that there was at least one condition (target location/instructed speed) with a delay-period firing-rate change >5 spikes/s relative to the 300 ms “baseline” period before target onset, 2) that delay-period firing rates varied significantly across conditions (P < 0.05, single-factor ANOVA), and 3) that the maximum delay-period modulation was >20% of the mean peak response around the time of the movement. These criteria insist only that delay period activity be present, tuned in some way, and reasonably robust compared with subsequent movement-related activity. For the direction and distance series, 95/139 and 41/51 neurons satisfied these criteria. All subsequent analyses are restricted to these subsets. If we define cylinder zero (approximately the middle of the precentral dimple) to be (very roughly) the PMd/M1 border, then 53% (47%) of analyzed neurons were recorded from PMd (M1).

Data analysis and statistical tests

Trials were analyzed if the target was hit accurately and held until the time of reward (typically ~98% of saved trials). Trials aborted because the hand moved during the delay (or never moved) were not saved but comprised at most a few percent of trials. Violations of the peak hand-velocity constraints were more common (6–8%) but usually involved peak velocity being only slightly too fast or too slow. We saw no compelling reason to exclude such trials from analysis. The small errors in question occurred after the analyzed epoch (the delay) and probably did not reflect a lack of effort/preparation on the part of the monkey but rather the challenging nature of the task. Such trials formed a continuum with correct behavior (indeed, they often resulted in only a slight delay in the reward, see preceding text). We have recomputed key analyses (e.g., the modulation strength for instructed speed) excluding peak-velocity violations, and effects are not reduced (if anything, effects become very slightly stronger).

Plots of mean firing rate versus time were made by convolving spike trains with a Gaussian (25 ms SD) and averaging across trials. Quantitative analyses employed the mean delay-period firing rate,
from 50 ms after target onset until 50 ms after the go cue. Because the delay period was variable and firing rates could be nonstationary for some neurons (e.g., Fig. 4C), using the entire delay period for each trial introduces a source of variability that could reduce statistical power. However, the alternative—analyzing only the initial part of the delay (up to the minimum)—also incurs a loss of statistical power due to the shorter time over which noisy spike-trains are averaged. In our experience, the potential for a loss of statistical power is usually greater for the latter method, and thus we analyze the entire delay for every trial. Note that there is no potential for artifact, as the delay duration was randomized in the same way for every condition. We have also repeated a number of analyses using the “minimum-delay” method. Statistical power is slightly diminished but effect magnitudes are very similar.

We define the “modulation strength” as the maximum modulation caused by a given factor, across all values of the other factors. In the case of direction, we took the difference in firing rate between the directions evoking the largest and smallest responses. This was done separately for each distance and instructed-speed. We then took the maximum effect across all distance/speed combinations

\[
\max_{\text{dist}, \text{spd}} \max_{\text{dir}} (f(r_{\text{dir, dist, spd}}) - \min_{\text{dir}} (f(r_{\text{dir, dist, spd}})))
\]

where \(f(r_{\text{dir, dist, spd}})\) is the mean delay-period firing rate for a given direction, distance, and instructed speed. The modulation strength for distance and speed were defined analogously.

For direction series, the preferred direction (PD) of each neuron was estimated separately for each distance and instructed speed. Mean firing rate was plotted against target direction, and data were fit with a cosine (free parameters were phase, amplitude, and DC offset). The peak, \(\theta_{\text{pref}}\), was taken as the PD. Note that, for a cosine fit, there is no bias created by the lack of the eighth (downward) direction. A bootstrap procedure was used to compute the sampling distribution of \(\theta_{\text{pref}}\), expected given measurement error. For each target direction we

**FIG. 4.** Responses of 2 example neurons. In each plot, red and green traces correspond to the instructed-fast and -slow conditions, and dashed and solid traces correspond to the 2 distances (7 and 12 cm). A: mean firing rate as a function of time for one example neuron (A35: monkey A, neuron 35, ~9 trials/condition). Each subpanel plots data for 1 target direction and for both distances and instructed speeds. Mean firing rate was computed twice: once with data locked to target onset and once with data locked to the go cue. These 2 means are plotted with a break between them, a necessity given the variable delay period. The dots at the bottom of each sub-panel show the time of target onset (T), the time of go cue (G), and the median time of movement onset (M) computed separately for the 2 instructed speeds. B: polar plot of mean delay-period firing rate vs. target direction (same neuron as in A). Error bars on each symbol plot the SE across trials. Arcs at the outside of the plot show, for each condition, the preferred direction (PD) ± 1 SE. The black circle at center shows baseline firing rate (mean over the 300 ms preceding target onset). The gray circles provide a scale: 20 and 40 spikes/s respectively. C: mean firing rate as a function of time for a second example neuron (A39, ~14 trials/condition). D: polar plot of delay-period firing rate for that neuron.
resampled (with replacement) the original distribution of firing rates. We then recomputed \( \theta_{\text{prec}} \) and repeated the procedure 1,000 times. For the purposes of graphical presentation and by analogy with a linear scale, we define the SE as the arc from \( \theta_{\text{prec}} \) – SE to \( \theta_{\text{prec}} \) + SE containing 68% of the sampling distribution of \( \theta_{\text{prec}} \). When asking whether two PDs differ significantly from one another, the sampling distributions of \( \theta_{\text{prec}} \) were artificially centered on 0, so that the two conditions now had the same “true” PD. The \( P \) value was then the probability that a random draw from each distribution could yield a difference greater than or equal to the actual measured PD difference.

For multi-sample comparisons (e.g., asking whether the PD varies across all 4 distance/speed combinations), we developed a test based on the circular variance of the four PDs, asking whether this is higher than expected given measurement error (much as an ANOVA does for noncircular data). For each condition, \( c \), (i.e., each distance/speed combination) we computed \( \theta_{\text{prec}}(c) \) and \( r(c) \), the modulation of the cosine fit, as described above. We then define the circular variance, \( s^2 \), of \( \theta_{\text{prec}} \) across conditions, as

\[
\begin{align*}
x &= \frac{\sum r(c) \cos(\theta_{\text{prec}}(c))}{\sum r(c)} \\
y &= \frac{\sum r(c) \sin(\theta_{\text{prec}}(c))}{\sum r(c)} \\
s^2 &= 1 - \sqrt{x^2 + y^2}
\end{align*}
\]

\( s^2 \) is highest when \( \theta_{\text{prec}} \) differs across conditions. It is higher if the differing values of \( \theta_{\text{prec}} \) correspond to strongly tuned conditions and lower if the differing values of \( \theta_{\text{prec}} \) correspond to weakly tuned conditions. We then define \( P \) as the probability that \( s^2 \) could be as large as the measured value, assuming all PDs were actually identical. This was computed numerically, by setting each \( \theta_{\text{prec}}(c) \) to be the same, and then repeatedly drawing from the sampling distributions for \( \theta_{\text{prec}}(c) \) and \( r(c) \). Using simulated data, we verified that this method was reasonably robust in the face of departures from Gaussian sampling noise. Drawing simulated firing rates from a Poisson distribution, the rate at which the null hypothesis was mistakenly rejected (at the \( P < 0.05 \) level) rose only slightly, from 5 to 6.1%. For both the delays and the preceding analyses, similar results were found using the vector-sum method (e.g., Georgopoulos et al. 1982; Scott and Kalaska 1997) to estimate the PD.

**RESULTS**

**Behavior**

Monkeys performed the task well. Even slow reaches to green targets were fairly swift, with durations of 150–300 ms depending on target distance. Fast reaches to red targets were swifter still, with durations of 100–200 ms. Figure 2 shows an analysis of reach velocity for two representative datasets, one for monkey A (left) and one for monkey B (right). Reach velocity profiles (A and B) were roughly bell-shaped and scaled naturally with target distance. For a given distance, peak velocities were higher for red targets than for green targets. A similar pattern is seen at the level of single trials (C and D). For a given distance, peak velocities are higher for red targets, with only minimal overlap of the distributions. Mean reaction times (from the go cue until movement onset, estimated as the time when hand velocity reached 5% of its peak) ranged from 228 to 246 ms depending on the monkey and task. Reach trajectories (Fig. 3, A and B) exhibited slightly more curvature for fast reaches, although only for some directions. Reach end points (Fig. 3, C and D) were similar for the two instructed speeds, although there was often slightly more overshoot for fast reaches. Direct observation (via infra-red camera) revealed that arm posture was very similar during fast and slow reaches with one notable exception: for rightward targets, monkey B tended to “press” more of the hand onto the target at the end of the reach in the instructed-fast condition. In summary, reach end point, path, and posture were similar, although not always identical, for the instructed-fast and instructed-slow conditions. In control analyses presented later, we consider the degree by which this may have impacted effects at the neural level. Overall, we note that reach swiftness and accuracy were such that most humans would require training before they could equal the performance of the monkeys.

**Basic characteristics of the recorded neurons**

We first consider the 95 neurons for which we obtained a full direction series (7 directions × 2 distances × 2 speeds) and which satisfied the inclusion criteria. For each neuron and each condition (i.e., target-location/instructed-speed; 28 total conditions) we computed the mean delay-period firing rate (see METHODS). For 79% (21%) of neurons, the strongest effect was an increase (decrease) in the firing rate from the pretarget baseline. Modulations of the mean rate from baseline ranged from +77 to −36 spikes/s. Taking the most effective condition for each neuron, the mean absolute modulation was 21 spikes/s. This range of effects is in keeping with prior reports (e.g., Crummond and Kalaska 2000; Lecas et al. 1986). The mean number of trials/condition was 14.

Figure 4A plots firing rate versus time for one example neuron. Red and green traces correspond to red (fast) and green (slow) targets. Dashed and solid traces correspond to near (7 cm) and far (12 cm) targets. Direction, distance, and instructed speed all influenced the delay-period response, with the largest response preceding fast reaches to near ~90° targets. Figure 4B plots these data in a summary format. Arcs show the preferred direction (PD), ± 1 SE. Figure 4, C and D, shows data for a second example neuron, for which the delay-period response was greatest for far, ~45° targets. Instructed speed had little effect at that distance (solid green and red traces largely overlap). However, for near targets firing rates were consistently higher for slow reaches (dashed traces: green > red).

The examples in Fig. 4 illustrate a number of features typical of recorded responses. First, delay-period activity often showed a large influence of instructed speed in addition to the previously known influence of target direction and distance (ANOVA, \( P < 0.0001 \) for all main effects for both neurons). Second, interactions among the effects of direction, distance, and speed were common. For example, for the neuron shown in the bottom panels, speed had an effect primarily for near targets (ANOVA, interaction, \( P < 0.001 \)). Third, despite such interactions the effect of distance cannot, in general, be secondary to that of speed (as might be suggested by the natural increase in reach velocity with distance). The first example neuron (top panels) fired most strongly for near targets and the fast instructed speed, whereas the second (bottom panels) fired most strongly for far targets and the slow instructed speed. Fourth, although direction tuning was typically robust, it was not always invariant. For the first neuron in particular, PDs are similar but not identical across the different distances and instructed speeds. We report in the following text population
analyses that further describe these findings. Figure 5 shows additional examples that illustrate the range of observed effects, which can be difficult to convey using population-level analyses alone.

Population analyses: impact of target direction, distance, and speed

Of 95 tuned neurons, 92% showed a main effect of direction ($7 \times 2 \times 2$ ANOVA, $P < 0.05$). This number was slightly higher (95%) if we included significant interactions involving direction. This prominence of delay-period direction tuning is consistent with many prior studies of PMd and M1 (e.g., Georgopoulos et al. 1989a; Messier and Kalaska 2000; Riehle and Requin 1989; e.g., Tanji and Evarts 1976; Wise and Kurata 1989). Also in agreement with prior work (Messier and Kalaska 2000; Riehle and Requin 1989), we found that delay-period responses were influenced by target distance: 62% showed a main effect, whereas 78% showed some effect (main or interaction) involving distance. Some neurons responded more briskly for far targets (e.g., $B72$), others responded more briskly for near targets (e.g., $A19$), and a few seemed insensitive to distance (e.g., $A29$). To ask whether there was an overall tendency to prefer near or far targets, we considered each direction/instructed-speed combination separately (a total of $95 \times 7 \times 2$ comparisons). This was done because the preferred distance sometimes varied with direction/instructed-speed. Of comparisons with a significant ($t$-test, $P < 0.05$) effect of distance, 69% (31%) involved a preference for far (near) targets. Thus there was an overall tendency for the more distant targets to evoke higher firing rates, but the opposite effect was not uncommon.
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**FIG. 5.** Responses of 12 example neurons, illustrating the range of observed responses. Each subpanel shows a polar plot of delay-period firing rate versus target direction (same format as for Fig. 4, B and D). Neuron identities are given at the top of each panel. Labels (in spikes/s) indicate the scale provided by the outer gray circle.
Our primary new finding is that the instructed speed has a large influence on delay-period responses. Of tuned neurons, 74% showed a significant main effect of speed, and 94% showed some effect (main or interaction) involving speed. Firing rates could be higher before instructed-fast reaches (e.g., A19, A29) or before instructed-slow reaches (e.g., A01, B114). To determine which preference was more common, we performed an analysis similar to that for distance in the preceding text. Considering each direction/distance combination separately (a total of 95 × 7 × 2 comparisons), 61% (39%) of significant effects involved a preference for fast (slow) reaches. Thus there was an overall tendency for the fast instructed speed to evoke higher firing rates, but the opposite effect was not uncommon. As mentioned in the preceding text, it was also not uncommon for a neuron to prefer far targets and the slower instructed speed (e.g., A01, A06) or to prefer near targets and the faster instructed speed (e.g., A19).

In summary, most neurons showed a statistically significant impact (main effect or interaction) of target direction (95%), distance (78%), and instructed speed (94%). To compare effect magnitudes, for each neuron we measured the maximum modulation caused by each factor (see Methods). Averaged across all neurons, this modulation strength was 18 spikes/s for direction, 10 spikes/s for distance, and 11 spikes/s for speed (SE = 1 in each case). Table 1 summarizes these findings, and gives values for each monkey separately. Of course, the relative impacts will depend on the range spanned by each parameter. In particular, directions spanned most of the two-dimensional range, whereas peak velocities differed by only about a factor of two between instructed speeds. It is therefore difficult to draw firm conclusions about relative influence. What is clear is that delay-period responses are strongly influenced by all three parameters, and the influence of one can depend on the values of the others.

Changes in preferred direction with distance and instructed-speed

For each neuron (95), the PD was computed for each distance and instructed speed (4 conditions). Figure 6A plots the distribution of all (380) such PDs. There was a modest bias toward rightward directions (P < 0.001, Rayleigh’s test; P < 0.05, Rao spacing test). For a given neuron, PDs tended to be similar across conditions, but it was not uncommon for the PD to depend on distance (e.g., Fig. 5, A33), instructed speed (e.g., A29) or an interaction of the two (e.g., B126). A statistical interaction (7 × 2 × 2 ANOVA, P < 0.05) of direction with distance or speed was observed for 71% of neurons. Not all such interactions indicate a PD change (some reflect changes in response gain or sharpness), but in many cases, the PD did rotate. Focusing first on the effect of distance, for each neuron and each instructed speed, we computed the difference between the PDs for the two target distances. Figure 6B plots the distribution of absolute differences (gray bars). Most differences were small, but differences >40° were not uncommon. Of 190 comparisons, 21% showed a significant (P < 0.05) PD change with target distance (black bars). The mean change across all comparisons was 35°. Of course, statistical noise will tend to inflate this measurement. Even for truly identical PDs, there would always be a measured difference due to sampling error. The gray trace gives the expected distribution of such effects, estimated using a bootstrap procedure (see legend).

Large measured rotations were considerably more prevalent than expected by chance. PDs could also differ between instructed speeds: 32% of such comparisons showed a significant rotation (Fig. 6C), with a mean change of 39°. Not surprisingly, PDs were most likely to differ when both distance and instructed speed differed (e.g., between a slow/short reach and a fast/long reach). The mean rotation was 45° and was significant for 33% of comparisons (Fig. 6D). Note that if PDs were uncorrelated between conditions, the mean difference would be 90°.

The analyses in the preceding text ask whether the PD rotates between a given pair of conditions. One would like to test the null hypothesis that the PD is the same across all four distance/speed combinations. To do so, we measured the circular variance of those four directions (see Methods), and computed P, the probability that this would be equaled or exceeded due to measurement variability alone. This computation is roughly equivalent to an ANOVA on a circular scale. Of our subset of 95 tuned neurons, 45% showed a significant (P < 0.05) impact of condition on the PD. Finally, we examined the prevalence of effects along the rostrocaudal gradient of recording sites. Neither the impact of instructed speed nor the size of preferred-direction rotations varied significantly with cortical location. Of course, the lack of effect may simply be due to the limited range of sites tested (we did not test sites in rostral PMd, and recorded only a modest number of delay-active neurons in the central sulcus) and limited statistical power. In particular, for both monkeys the effect of instructed speed did tend to be somewhat larger for more caudal sites (P = 0.76 and P = 0.056). We also note that we observed no

<table>
<thead>
<tr>
<th>Significant Effects</th>
<th>Modulation Strength, spikes/s</th>
<th>PD Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>Direction</td>
<td>Distance</td>
</tr>
<tr>
<td>Direction series (monkey A)</td>
<td>46</td>
<td>96%</td>
</tr>
<tr>
<td>Direction series (monkey B)</td>
<td>49</td>
<td>94%</td>
</tr>
<tr>
<td>Direction series (total)</td>
<td>95</td>
<td>95%</td>
</tr>
<tr>
<td>Distance series (monkey B)</td>
<td>41</td>
<td>85%</td>
</tr>
</tbody>
</table>

Data are split by task (direction vs. distance series) and monkey. Entries under n give the number of neurons analyzed (after selection as described in Methods). Entries under significant effects give the percentage of significant effect (P < 0.05 for main effect or interaction) for target direction, distance, and instructed speed. Modulation strength is as defined in the text (Eq. 1). For preferred direction (PD) changes, entries under significant give the percentage of neurons with a significant effect using the test of circular variance. Entries under mean Δ give the mean change in PD when both target distance and instructed speed were changed.
significant tendency for rotations to be clockwise versus counterclockwise.

Further examination of the impact of target distance

Data from the distance series allow more detailed examination of the impact of target distance and of possible interactions between distance and speed. Targets were presented at five distances (from 3 to 12 cm) in the preferred and anti-preferred directions of the neuron under study, estimated from a preliminary distance series. As the PD can differ across distances/instructed-speeds, there is no guarantee that we selected the ideal axis (indeed, there may be no single ideal axis). Still it is expected that the chosen axis should produce strong modulation in most cases. Of 51 neurons tested, 41 passed the criteria for inclusion in our analysis. The examples in Fig. 7 illustrate some typical effects. All three neurons were tuned for direction, distance, and speed (2 × 5 × 2 ANOVA, P < 10^{-6} for all main effects). The neuron in A showed sharp tuning for distance and a strong effect of instructed speed. The neuron in B showed a less dramatic but still sizeable impact of distance: increases from 34 to 61 and 55 to 75 spikes/s for the instructed-slow and -fast conditions. The neuron in C preferred the instructed-slow condition for most locations. One might expect such a neuron to prefer reaches to near targets, given their lower peak velocities. Yet delay-period firing rates increased with distance: from 9 to 29 and 20 to 28 spikes/s for the instructed fast and slow conditions. There was also a significant interaction between distance and instructed speed (P < 0.002). Figure 8 plots responses, in summary format, for 15 example neurons (including the 3 shown in Fig. 7). Mean delay-period firing rate is plotted versus target distance for both the preferred (right) and null (left) directions. These examples illustrate a number of general observations that are substantiated by further population analyses. Just as importantly, these examples illustrate the considerable heterogeneity of response patterns, something that can be difficult to capture given population analyses alone.

Of the 41 neurons that passed the criteria for inclusion, 78% showed a main effect of direction (P < 0.05) and 85% showed some effect (main or interaction) involving direction. For distance, 66% showed a main effect and 83% showed some effect. For instructed speed, 90% showed a main effect and 98% showed some effect. The modulation strength (see METHODS) was 10 spikes/s for all three factors (SDs ranged from 7 to 8 spikes/s; the SE was 1 spike/s in each case). Thus distance tuning is relatively more prominent than it was for the direction series (now being equivalent in strength to direction tuning). This is unsurprising, as we are now testing five distances (rather than 2), and two directions (rather than 7).

Regarding distance tuning, a response increase with distance was the most common pattern (e.g., B24), whereas declines were less common (e.g., B51, instructed slow). To quantify this, we consider neurons/instructed speeds where there was a significant firing-rate difference between 3 and 12 cm. Of these, a preference for the greater distance was observed in 77% of cases. This was true even for the null direction (74 vs. 26%). Clear tuning for an intermediate distance (e.g., B30, instructed-fast condition) was only rarely observed. For
only 1% of neurons/instructed speeds was the response to an intermediate distance significantly higher ($t$-test, $P < 0.05$) than the responses at the extrema. It is thus difficult to ask how frequently the preferred distance changed with instructed speed. However, we can readily inquire how often the slope was altered. Restricting analysis to the preferred direction, the slope of firing rate versus distance (measured via regression) differed significantly between instructed speeds 54% of the time. Rarely (12% of the time) the slope reversed between the two instructed speeds (e.g., B40), although this was never a statistically significant effect. Such reversals were more common for the anti-preferred direction (e.g., B41), occurring for 39% of neurons. However, such effects were usually small, and were statistically significant for only 5% of cases.

Regarding speed tuning, a preference for instructed-fast reaches was most common. Of target locations where there was a significant response difference ($t$-test, $P < 0.05$) between the two instructed speeds, the fast instruction was preferred in 78 versus 22% of instances. The effect of instructed speed could depend on distance. Overall, 32% of neurons showed either a significant interaction of speed with distance or a significant interaction among all three factors. Such interactions took a variety of forms. For example, it was common for the instructed speed to matter at only some target locations (e.g., B11, B49). Occasionally the impact of the instructed speed could even reverse as target distance changed (e.g., B18, B51), though such effects were significant in only 7% of neurons. In general, the responses of neurons showed a number of features that might be considered unexpected: a preference for slow speeds but far targets, different distance tuning depending on instructed speed, reversals of speed tuning depending on distance, and so forth. Any individual unexpected feature might occur only rarely, yet the result at the population level is a considerable heterogeneity of response patterns, something that can be fully appreciated only by inspecting many examples.

**Controls: correlations between behavioral parameters**

The preceding analyses employ three experimentally controlled variables: target direction, distance, and instructed speed. Modulations of delay-period activity were observed with respect to each of these variables. However, it should be stressed that these variables correlate with each other and with a wide variety of other factors, some measured, some not. This issue will be taken up again in the discussion when considering the evidence for “fundamental” tuning dimensions. At present, a critical issue is whether some of the correlations between behavioral parameters might render our findings trivial. We consider a number of possibilities.

If neurons exhibit distance tuning and the actual reach distances differ slightly between instructed speeds, then might that explain the impact of speed? This is very unlikely. Although instructed-fast reaches tended to have more overshoot, this was a small effect and was present for only some reach directions. Even for those directions, endpoint differences clearly can’t explain effects for those neurons that prefer slow and far or fast and near. Finally, we have re-plotted the data from the distance series (as in Fig. 8) against the actual mean reach distance for each condition. The effects of instructed speed are still very much present. Might the converse be true? Might distance tuning be secondary to speed tuning? This is unlikely because, as discussed in the preceding text, speed and distance tuning could “disagree.” We have also re-plotted the data from the distance series (as in Fig. 8) with the average peak reach velocity on the $x$ axis. If the influence of distance were simply due to tuning for peak velocity, then this exercise would have to bring the data for the two instructed speeds into register. In fact, this happened very rarely. Thus, although it would be rash to conclude that distance and speed are orthogonal tuning dimensions, one is not a trivial consequence of the other.

For some reach directions there were small differences in initial reach direction between the instructed speeds. Given that neurons are strongly directional, might this create an artifactual
tuning for instructed-speed? This is unlikely, as direction tuning was typically broad and differences in initial reach direction were modest. Furthermore, such differences were not present for all directions. For example, the reaches of monkey B to targets in the 0–90° range had very similar paths for the two instructed speeds (Fig. 3B). Yet it was common for neurons recorded from that monkey to show large effects of instructed speed for such targets. If small differences in initial reach direction don’t create the basic effect of instructed speed, then might they create the PD rotations? In principal they
could, if direction tuning relates to the initial reach direction but we express it relative to target direction. However, differences in initial reach direction (measured from 100 ms before movement onset to 75 ms after) between distances/instructed speeds were modest (mean differences were 7 and 9°, respectively). They are thus unlikely, a priori, to account for the observed PD differences (which could be >90°). Furthermore, using the circular variance method (see preceding text), PDs were just as likely to rotate when based on the initial reach direction (47% with significant effects) as when based on target direction (45%).

Possible contributions of oculomotor behavior

It has been previously reported that delay-period responses in PMd can be influenced by gaze location (Batista et al. 2004, 2005; Boussaoud 1995; Boussaoud et al. 1998; Cisek and Kalaska 2002a; Nelson et al. 2005). Might some or all of the observed influence of direction, distance, and instructed speed be indirectly due to eye position effects? Monkey A typically fixated the central spot throughout the delay, and made a saccade to the target only after the go cue (Fig. 9A). Thus gaze location during the delay was similar for all target locations and cannot account for the observed tuning. Monkey B exhibited the opposite behavior, typically fixating the target early in the delay (Fig. 9B). For this monkey, it is possible that direction and distance tuning during the latter part of the delay were influenced by eye position. However, eye position was typically similar for red and green targets and thus cannot account for the observed effects of instructed speed.

In general, there were no obvious neural consequences of the different oculomotor strategies of the two monkeys. For example, it certainly wasn’t the case that tuning emerged only after the saccade for monkey B. That said, one certainly suspects that saccade-locked analyses might reveal effects, an issue we leave to future studies. For the moment, the critical observation is that the effects of instructed speed cannot be secondary to oculomotor behavior because 1) similar effects were observed in two monkeys with opposite fixation strategies, 2) for neither monkey did fixation strategies differ between the two instructed-speeds, and 3) the effects of instructed-speed emerged (even for monkey B) before saccades were made.

Temporal evolution of effects

Prior studies have addressed the possibility that there is a temporal ordering to the representation of movement parameters during motor preparation (Messier and Kalaska 2000; Riehle and Requin 1989; Riehle et al. 1994). Our experiments were not designed to address these issues, but some information can nevertheless be gleaned. We first asked how quickly the effect of direction, distance and speed developed. For instructed speed, we took the difference between responses to the preferred and nonpreferred speeds as a function of time. For each neuron, this was done for the direction/distance combination where the effect of instructed speed (computed across the whole delay) was maximal. Absolute response differences were then averaged across neurons. The same was done for the effect of direction (measured at its best distance/speed) and distance (measured at its best direction/speed). Results are plotted in Fig. 10. The impact of direction on firing rate (black trace) evolves somewhat more rapidly than that for distance (light gray) or instructed-speed (dark gray). However, this difference was more pronounced for the direction series (A) than the distance series (B), somewhat complicating interpretation. That said, the more rapid evolution of directional information in A is not simply due to the larger magnitude of the direction effect. The rapid time course was preserved for the firing-rate difference between nonpreferred directions 90° apart (dashed trace in A). C shows a related analysis of the time course for PD difference between conditions. PD differences

FIG. 9. Gaze location during the course of the trial. A: data for monkey A (same dataset as in Figs. 2, A and C, 3, A and C, and 4, A and B). The 4 subpanels plot the horizontal and vertical location of fixation at the time of target onset (1), 350 ms later (2), the time of the go cue (3), and the moment the target was touched (4). Data are shown for every recorded trial, with red/green dots corresponding to instructed-fast/instructed-slow trials. Squares (circles) correspond to the red (green) targets. This monkey typically fixated the central touch-point (and/or his own hand) for the duration of the delay and made a saccade to the target only after the go cue. B: similar plot but for monkey B from the same dataset as the example neuron in Fig. 7B. This monkey typically made a saccade to the target during the delay.
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extract target locations for the 28 conditions used, then this can be accomplished with zero error. Starting with a $28 \times 95$ dimension matrix of delay-period responses, $R$, we wish to reconstruct a 28-dimension vector, $\mathbf{t}$, of target locations (or any other parameter). There will typically be infinitely many choices of a 95 dimension weight vector, $\mathbf{w}$, such that $R \ast \mathbf{w} = \mathbf{t}$. Thus a lack of invariant tuning needn’t hamper accurate extraction of information, so long as neural responses vary with the parameter to be decoded, different neurons vary with that parameter in different ways, and we are given our choice of weights.

What if we do not allow arbitrary weights, but extract the values of the weights directly from each neuron’s tuning? To examine this, we employed the well-known population vector (Georgopoulos et al. 1989b; Moran and Schwartz 1999a). Each neuron was assigned a preferred direction vector, $\mathbf{d}_n$, of unit length (to yield a single PD this was based on the mean response for each direction across distances/speeds). The population vector for a given condition was then $p = \sum (\mathbf{d}_n \ast r_n)$, where $r_n$ is the response of neuron $n$ for that condition (computed after subtracting the mean response across conditions, and normalizing by the modulation of the cosine fit). As is shown in Fig. 11, the population vector always pointed roughly in the direction of the target/reach. For a given instructed speed, the population vector was almost always longer for the greater distance. For a given distance, the population vector was usually longer for fast reaches than for slow. Thus the simple population vector provides a reasonable but imperfect readout. Such imperfections were typically more prevalent if the population vector was based on subsets of our population (e.g., the units from only 1 monkey, data not shown). This suggests that for a very large population, the imperfections might average out completely. Of course, whether this would actually be the case is impossible to say from our data.

Muscle preferred directions

The hope that the lack of PD invariance could average out at the population level assumes the existence of a downstream
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representation of direction that actually is invariant. Yet it does not appear that the PDs of movement-related activity in PMd/M1 are invariant when tested using this task (Churchland and Shenoy 2005). The same can be said of EMG activity, as is shown by the example recording in Fig. 12A. This muscle (the latissimus dorsi) was responsive during the latter part of the reach. However, the PD differed by 70° between the instructed-fast and -slow conditions. PD rotations were common across the 16 EMG recordings made using the direction series. Figure 12B plots the distribution of PD rotations when both instructed speed and reach distance changed (same format as Fig. 6D). The mean (absolute) change was 65°, slightly larger than for delay-period neural activity (45°). Furthermore, for some muscles the EMG activity was multi-phasic (see Churchland et al. 2006; supplemental data), so that the PD changed with time. It is unclear whether the neural PD rotations are in any way related to these muscle PD rotations. Still, the prevalence of the latter suggests that there is nothing intrinsically “problematic” about PD rotations at the neural level.

As an aside, tonic EMG activity during the delay was common, as expected given the outstretched position of the arm. As illustrated by the recording in Fig. 12A, this tonic activity was typically un-tuned (open symbols, red and green almost entirely overlapping). An exception was the trapezius muscle of monkey B, which showed a small increase in delay-period activity for slow rightward targets. Still, even those changes were small compared with the changes during the reach (Churchland et al. 2006; supplemental data¹). Thus with that minor exception (and with the caveat that we did not record from all muscles), changes in neural activity during the delay period are most naturally interpreted as being related to preparatory processing rather than to the immediate production of muscle contraction.

**DISCUSSION**

**Influence of instructed speed on delay-period activity**

Our principal novel finding is that delay-period preparatory activity is influenced by the speed of an instructed movement. For the direction-series task, the impact of instructed speed was intermediate between that of direction and distance, both in terms of neurons showing a significant effect (94 vs. 95 and 78%), and the magnitude of modulation (11 vs. 18 and 10 spikes/s). A more fair comparison is perhaps provided by the distance series, which employed the same number (2) of directions and instructed speeds. For this task, neurons were at least as likely to show a significant effect of speed as of direction (98 vs. 85%) with comparable firing rate modulations (10 spikes/s for each). Prior work has stressed the visuospatial (Buneo et al. 2005; Nelson et al. 2005; Shen and Alexander 1997b) or at least spatial (Shen and Alexander 1997a) nature of delay-period activity in PMd and M1, although experiments have also demonstrated that such activity reflects factors other than reach endpoint/target location (Godschalk et al. 1985; Gomez et al. 2000; Hocherman and Wise 1991; Riehle et al. 1994). In this context, the current results demonstrate that delay-period activity robustly reflects nonspatial aspects of how the reach is to be executed. (By nonspatial we mean influenced by something other than the spatial location of the target/reach-trajectory. The influence of instructed speed could of course be due to different activation patterns of the muscles, which are certainly distributed in space.) We also note that a prior study found that target speed influenced delay-period activity (Johnson et al. 1999). Our results suggest that the influence of target speed in that study may have been related in part (but probably only in part) to the different reach speeds necessary to strike targets moving at different speeds.

Although theoretical and behavioral studies have often assumed that motor planning is primarily spatial (e.g., van Beers et al. 2004), the finding that nonspatial features are also represented in preparatory activity is not surprising. If preparatory activity is part of a causal chain that will eventually generate movement, then presumably all aspects of the move-

---

¹ The online version of this article contains supplemental material.
movement must be reflected (at least implicitly) in that activity. We note that this is true even for the model of Todorov and Jordan (2002), despite the fact that explicit motor planning is in terms of higher-level goals. For that model, the parameters of the feedback controller must be set before each movement and will reflect a variety of high- and low-level factors. None of this argues that all aspects of the planned movement must be reflected in the delay-period activity in PMd and M1 in particular, but given their direct spinal projections, such an expectation is quite natural.

When is tuning a representation?

PDs were frequently inconstant across target distances/instructed speeds, with significant differences observed for 45% of tuned neurons. These PD rotations might average out across neurons, allowing the population to faithfully represent direction in the abstract. On the other hand, PD rotations may indicate that reach/target direction is not a fundamental tuning dimension. Certainly a number of other variables, including the upcoming muscle activation, co-vary with target direction. Thus, although direction tuning is a prominent feature of delay period responses, it is not clear what is really being represented. Similar points can be made with regards to speed and distance tuning. Tuning for speed might just as likely be related to initial acceleration, final deceleration, reach duration, the desired pattern of muscle activity, or a host of other factors that correlate with reach velocity. It may also be related to a number of “high-level” parameters such as accuracy, effort, or the time in which the monkey believes the movement must be completed. Similar points have been made with regard to tuning for distance (Messier and Kalaska 2000). In general, it is difficult to know when experimentally observed tuning for a particular parameter actually forms the basis of a representation for that parameter.

In this context, it is worth considering whether motor preparation necessarily requires the representation of movement parameters in any reference frame, spatial or otherwise. In general, useful computations can be performed by neurons with unclear reference frames (Deneve et al. 2001; Pouget et al. 2002; Zipser and Andersen 1988). For the sake of argument, suppose that at the time the movement is triggered, each neuron’s delay-period preparatory activity is translated, directly or indirectly, into a temporal pattern of muscle activity. In the simplest case, the activity of a given muscle would be a weighted sum of these individual temporal patterns

\[ M(t) = \sum_i P(t_i) m(t - t_i) \]

Where \( M(t) \) is the muscle activity at time \( t \), \( P(t_i) \) is the preparatory activity of the \( i \)th neuron at the time the movement it triggered, and \( m \) is the pattern of muscle activity driven by that neuron following the trigger. Presuming nonlinear interactions between neurons, the same idea can be expressed as

\[ M(t) = F(P(t_i), t - t_i) \]

We have recently proposed that the purpose of motor preparation is to find a vector of activities \( P \), such that the desired movement is generated when the trigger is applied. Different movements would require different choices of \( P \). As a simple consequence, neurons would be found to be tuned for any movement parameter examined. This “optimal subspace” proposal (Churchland et al. 2006) indicates an important null hypothesis: that contributions of individual neurons could be essentially arbitrary. “Tuning” could still be observed in the absence of any fundamental reference frame. One presumes that the relationship between preparatory activity and movement is not in fact arbitrary, and that the values of \( m \) (or the nature of \( F \)) are chosen by the nervous system to optimize something – perhaps the ability to easily find the appropriate \( P \). This may be best accomplished by employing an explicit representation of the movement dimensions that are most relevant to the goals of the animal, yet this needn’t be the case. The chosen mapping from preparatory activity to behavior might not conform to any simple representational framework. This would be consistent with our experimental observations, which revealed considerable heterogeneity in tuning across neurons, and failed to reveal a simple set of parameters that yielded invariant tuning. Of course, we may simply not be plotting our data against the right movement parameters. Perhaps there is a straightforward relationship between PMd preparatory activity and pending muscle activity (certainly both show PD rotations). Still, it is important to at least consider the possibility that no fundamental reference frame exists.

A number of prior results also suggest the absence of a fundamental reference frame. The principal finding of Shen and Alexander (1997b) was that delay-period direction tuning in PMd was more closely tied to the visual location of the target than to the direction of the actual impending reach. Yet both clearly had an effect, in terms of tuning and gain. This argues that the operative reference frame is neither extrinsic nor intrinsic. The findings of Scott and colleagues (Scott and Kalaska 1997; Scott et al. 1997) and of Kakei et al. (1999) make a similar point regarding movement-related activity. The PDs of M1 and PMd neurons rotated with arm posture but not in ways adequately captured by either intrinsic or extrinsic reference frames. Such findings may indicate that the activity in question forms a transition between more sensible reference frames (Kakei et al. 2003). Alternately, no clear reference frame may be used. A recent study of the influence of hand and eye position in PMd (Batista et al. 2004, 2005) found that most neurons had tuning that was not retina-centric, limb-centric, or allo-centric. The observation of response properties with no clear reference frame is beginning to seem almost the norm (e.g., Mullette-Gillman et al. 2005) rather than the exception (for review, see Pouget et al. 2002). From a computational standpoint, such properties are not necessarily problematic, and may even confer advantages (Deneve et al. 2001; Pouget et al. 2002; Zipser and Andersen 1988).

Time course and temporal ordering during motor preparation

The impact of reach speed and distance developed more slowly than did the impact of reach direction. Furthermore, information about reach speed had only a weak impact before reach direction and distance became known. A natural interpretation is that some movement parameters (e.g., speed) cannot be “specified” until others (e.g., direction) are fixed (Riehle and Requin 1989). However, in the distance series, instructed speed did have a clear impact before target onset.
Perhaps movement speed can be partially specified when the range of possible directions is restricted (in this case to 2). This suggestion is consistent with the finding of Cisek and Kalaska (2002b) that delay period activity can “represent” two targets simultaneously.

The preceding explanations would seem to necessitate that there exist discrete movement parameters (speed, direction) that define the motor plan—else how can there be an obligatory specification order? Yet a similar explanation remains plausible under the optimal subspace hypothesis (Churchland et al., 2006), which does not insist on a sensible reference frame. In this conception, the trajectory taken during motor preparation will typically be curved, something that would likely be preserved if the high-dimensional state space (with each neuron as an axis) were analyzed by collapsing into a lower dimensional space (with experimenter-selected movement parameters on each axis). It would thus seem (and in some sense be true) that certain movement parameters are specified first. Yet this needn’t imply that the axes of the lower dimensional space are truly fundamental.

Motor programming and other possible roles of preparatory activity

The preceding discussion assumes that delay-period activity is related to movement preparation/programming, a possibility heavily stressed in prior work (Crammond and Kalaska 2000; Riehle et al. 1994; Wise 1985). Consistent with this interpretation, delay-period activity has typically been observed even when there is little or no change in muscle EMG during the delay (Messier and Kalaska 2000; Tanji and Evarts 1976; Weinrich and Wise 1982), something that was also true in our data. Furthermore, many delay-active neurons actually stop responding around the time that movement begins, seeming to prefer preparation to actual movement (e.g., the examples in Figs. 4 and 7). These observations argue that delay-period responses are indeed preparatory in nature. However, such preparation might well involve events other than motor programming. For example, they might modulate spinal reflex gains or bring spinal neurons close to threshold (Tanji and Evarts 1976; Weinrich and Wise 1982). Such influences are readily incorporated into the conception provided by Eq. 4.
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